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The primary goal for computational accelerator soft-
ware development is to ensure that a broad community of
researchers has the production software needed to make
advances in current and emerging areas of accelerator
science. The beam and plasma based accelerator com-
munities have been a leader in developing innovative al-
gorithms and implementations for both first-principles,
particle-in-cell, and reduced models, and data analysis
tools. While the individual efforts or combined efforts
of a small subset of developers working separately will
continue to be valuable, to meet the challenges of tomor-
row will require a more closely connected, collaborative
effort with a growing number of developers at national
labs, universities, and small businesses. The need for a
team effort is being driven by the growing complexity of
the required software. The complexity is being driven by
the need for more and improved physics modules (e.g.,
space charge, impedance, QED, ionization), higher fi-
delity (e.g., more accurate Maxwell and Poisson solvers),
more complicated meshes, including AMR, while main-
taining high performance on emerging hardware through
low level vectorization, device-based computing, and dy-
namic load balancing. There is no clear single path for
achieving these needs so different approaches and innova-

∗ tsung@physics.ucla.edu

tion are still needed. Another goal is to ensure the effec-
tive use of the software as well as to use the software as a
paradigm for educating new researchers, including grad-
uate students and post-docs, entering the field about im-
portant concepts. The goal is to create sufficient synergy
that multiple efforts advance while not creating rigidity
that stifles innovation.

To meet these needs, we propose forming a Consortium
on particle-in-cell modeling in accelerator science. In
shaping the vision for a Consortium, we have adopted the
view that a healthy ecosystem of scientific software re-
quires a certain multiplicity of codes maintained by inde-
pendent research groups. A healthy ecosystem is needed
for bench marking and cross-validation of codes, estab-
lishing scientific validity of simulation results, much as
independent reproducibility of experimental results has
been the gold standard for several centuries. This has
historically been difficult; all complex simulation codes
which are under continual development make implicit as-
sumptions and approximations in their implementation
that make it difficult to simulate the same conditions
in different codes except for the most simplistic scenar-
ios. Similar codes can be run for the same problem and
while each produces similar data types (e.g., field values
or particle positions), direct comparison is not easy as
each code makes different choices in numerics, initializa-
tion, units, interpolation, etc. Therefore it is impera-
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tive that the community work to develop common input
and output file standards. A Consortium can lead efforts
on using high level metadata descriptors of the problem
type (e.g., short pulse laser with QED or extended beam
propagation with space charge), common input parame-
ters, and the choices for the numerics (e.g, field solver).
Adopting common standards for inputs and outputs will
also provide the opportunity for using outputs from one
code as inputs into another, opening up our simulation
codes to a world of novel integrations with diverse soft-
ware tools (e.g., easily interfacing simulation results with
machine learning tools). There is already some commu-
nity effort in developing standards[1–3] and these should
be leveraged. This effort would also include developing a
plasma based accelerator Science Gateway.

There are currently numerous software projects within
the advanced acceleration and beam dynamics commu-
nities. Each has adopted its own organizational struc-
ture for growing numbers of users and developers. The
resulting innovation and the ability to be inclusive of cul-
tural differences between national labs, universities, and
companies far outweighs any perceived inefficiency. It is
worth noting that the advanced accelerator community
has been the driver for innovation in the particle-in-cell
methods in high performance computing for the past sev-
eral decades and this has benefited other areas of plasma
physics and science.

In addition, each software project has prioritized which
new physics modules and performance issues should be
addressed based on the users and developers within their
project. There is a diverse set of views on these issues,

and it is important that this be recognized. While it is
clear that it is not possible for the development of each
production software be supported fully within DOE HEP,
it is still essential that they be part of a community effort
to share experiences and adopt standards so that users
and developers of each can make comparison. While each
software may be based on different language and have
different data structures and objects, it is still useful to
develop standards so that reference modules (in different
languages) can be shared across the community. This
will enable developers of different software to decide if
innovative algorithms developed elsewhere are beneficial
to their software. The community would also benefit if
the community built a testbed that was freely available.
Such a testbed would permit testing of the different new
pushers and field solvers currently available and those
that will be developed in the future on some standard
test problems.

The goal of the Consortium is to provide the organiza-
tional structure for better coordination between efforts,
to ensure that innovation flourishes, and most impor-
tantly that the community has reliable, accurate, and
high-performance software that can be integrated to pro-
vide start to end simulations of key experiments and fu-
ture accelerator designs, including those for a linear col-
lider and XFEL based on advanced acceleration concepts.
PIC algorithms are increasingly being applied in the sim-
ulation and study of collective effects in beams. These
may include space charge effects, electron cloud effects,
fast ion effects and beam beam interaction. In some cases
start to end simulations will require integrating advanced
accelerator and beam dynamics software together.
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