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Event generators (EGs) are essential tools for interpreting data across all particle and nuclear
physics frontiers. Based on current expectations and capabilities, these tools will soon become
computational bottlenecks in physics analyses. The HEP Software Foundation (HSF) report [1]
summarized the situation for ATLAS and CMS in the high luminosity LHC (HL-LHC) era. Here,
we expand upon that report and summarize the computational concerns across the broader ex-
perimental community, including input from LHC (ATLAS [2], CMS [3], LHCb [4]), forward
(FASER [5,6]), transverse (CODEX-b [7]), neutrino (DUNE [8], MicroBooNE [9], MINERvA [10],
NOνA [11]), heavy ion (EIC [12]), and beam dump (NA62 [13] and NA64 [14]) experiments. This
list is intentionally un-ordered, as all the following issues are priorities.

• Improve the core EGs for accuracy and efficiency: the emphasis of the HSF report
is on perturbative matrix element calculations, as this is already becoming a computational
bottleneck for both ATLAS and CMS. Significant effort has been invested into performing
next-to-leading calculations with Herwig [15], MadGraph [16], and Sherpa [17]. How-
ever, the EGs will need either new or more efficient algorithms to handle rare processes such
as forced fragmentation (LHCb, Belle II [18]), spin and color correlations in parton showers
and hadronization (EIC), and matching/merging with higher order calculations (ATLAS,
CMS). In some cases the algorithms for these improvements are already known, e.g. spin
correlations in parton showers, but for others new algorithms must be developed. The in-
clusion of polarization and weighting schemes in hadronization is particularly challenging,
while the complexity of merging algorithms needs to evaluated, also including the mixed
effect of EW and QCD corrections.

• Introduce new computing technologies: The possibility of parallelization or the employ-
ment of specialized accelerators and GPUs for time-consuming portions of EGs (multi-parton
interactions, hadronization, correlations) should be investigated. The time commitment for
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including these techniques is non-negligible, and so it is important that the entire particle
physics community is surveyed for use-cases, prior to investing person power into particular
techniques. Currently the LHC community utilizes standard CPU technologies in a pleas-
ingly parallel paradigm. However, this environment is slowly shifting, e.g. the upgraded
LHCb experiment will have an entirely GPU based trigger farm [19] that could be used for
Monte Carlo generation when data taking is not underway.

• Modernize and ensure sustainability of code: for many communities, the core EG
code is written in Fortran and is difficult to support, given the software expertise in the
community. However, rewriting this code requires physics knowledge as well as both legacy
and modern software expertise. As an example, the rewrite of Pythia [20] from Fortran
to C++ needed three years of full time effort from a highly qualified expert [21]. Currently,
the EIC utilizes a number of Fortran EGs developed for HERA but modern improvements
from the LHC are not integrated. Similarly, the LHC experiments and the NA62 experiment
utilize the Fortran based Photos [22] for QED final state radiation, which is not usable
in the multi-threaded environment needed for the HL-LHC era. Developing a consistent
strategy across the community for ensuring code sustainability will provide both short and
long-term benefits.

• Standardize interfaces between EGs and other programs: in many cases, specialized
tools are required to calculate input for general EGs, and, in other cases, the output of EGs
must be coordinated with other programs (for example, BSM interactions that can occur in
detector simulations). There are already well defined standards within the LHC community
for the former case (LHE [23] and SLHA [24]), but equivalent standards do not exist in the
broader community. Establishing similar standards for EGs across the entire particle and
nuclear physics community, e.g. lepton-nucleus collisions for neutrino physics, will help bring
together currently disparate tools.

• Advance tools for tuning: while many aspects of EGs are based on first principles, the
power of EGs lies in interfacing these calculations with phenomenological models that include
tune-able parameters. Current tuning efforts have been concentrated on describing central
collisions at the LHC. Even for this case, a full exploration of the many parameters and
models has not been performed. Tuning studies are needed for forward particle production
models, e.g. Epos [25], Pythia, QgsJet [26], and Sibyll [27,28]. A community-wide effort
should be made to advance current tools (such as Professor [29] and machine learning
based approaches [30,31]) and develop a framework to allow smaller collaborations to quickly
and efficiently perform bespoke tunes. Such developments will enable physics analyses to:

– quantify uncertainties in both the central region and forward direction simultaneously,

– reduce these uncertainties with further tuning and improved models,

– and determine if forward experiments such as FASER can help further reduce these
uncertainties [32,33].

The impact of this campaign will be well outside LHC based physics, including critical
support for modeling atmospheric neutrino production, e.g. IceCube [34]. In the context of
neutrino-interaction generators such as Genie [35], a standardized approach to systematic
uncertainty parameterization will provide a consistent treatment of uncertainties between
experiments.
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• Develop a strong community: prior to the current focus on neutrino experiments, signif-
icant time for EG development was devoted to LHC applications. While this development
continues in the HL-LHC era, it is important that LHC development also be coordinated
with neutrino and nuclear EG physics. Many of the community tools developed for the
LHC, e.g. HepMC [36], Rivet [37], and Professor, could also be used outside their LHC
conception. Additionally, physics developments are applicable across the communities: the
new parton Dire [38], driven by LHC physics requirements, can also be used in the context
of nuclear physics. Similarly, development of generalized and transverse momentum par-
ton distributions (GPDs and TMDs) can be used to help describe soft physics at the LHC.
Another example is hadronic rescattering, which is relevant to beam dump experiments,
neutrino experiments, and even LHC collisions. Indeed, the observation of the near-side
ridge in both proton-proton and heavy ion collisions has already brought high energy and
heavy ion models closer together, i.e. Angantyr [39].

• Improve the culture: software development, documentation, and maintenance of EGs is
a critical aspect within particle and nuclear physics, but often is not recognized as such.
While citation counts for EGs can be high, these metrics do not necessarily translate to
career prospects for students and post-docs, or even funding opportunities for established
researchers. Developing a particular aspect of an EG can require both physics and software
expertise, along with significant person power. In many cases, this development does not
translate to a significant number of publications or even community recognition. Indeed,
working on EGs as a PhD student or post-doc can be detrimental to career development.
Obtaining funding for EG projects is possible, but oftentimes falls between funding agencies,
e.g. software for both high energy and nuclear physics, which complicates the situation. Fur-
thermore, service work and maintenance, rather than just development of novel techniques,
can be very difficult to support. While steps have been taken to remedy this situation,
e.g. the Scientific Discovery Through Advanced Computing (SciDAC) program, a further
paradigm shift is necessary, both with funding agencies and within academia.

Event generators play a key role in the particle and nuclear physics community, across a wide
range of experiments from the LHC, to beam dump experiments, neutrino experiments, and the
EIC. A cohesive approach will ensure the commonality between communities is utilized, and the
development of novel models that unify different regimes of physics. More than ever, a strong
effort with substantial support is required within the community to ensure that event generators
are maintained and improved over the next decade.
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