Emerging Computational Techniques for Jet Physics

Sebastian Macaluso, Kyle Cranmer, Matthew Drnevich, Johann Brehmer (New York University); Duccio Pappadopulo (N.A.); Atılım Güneş Baydin (Oxford); Matthew Schwartz (Harvard)

1 Introduction
Jets are the most copiously produced objects at the LHC and the subject of intense experimental and theoretical study. Improvements to our understanding and treatment of jets can have significant impact on the physics program of the LHC; however, various computational bottlenecks appear in this quest. Below we will discuss a few areas where such computational bottlenecks appear and identify emerging computational techniques that may be able to address them. We hope that this may challenge some assumptions about the computational demands of simulation, reconstruction, and analysis of LHC data when jets are involved.

Probabilistic programming systems use the simulator directly during inference. They are integrated with the control flow of the event generator though they require a tractable joint likelihood. Thus, they offer both a natural way to improve the simulation efficiency, as well as the possibility of doing systematic fits to high-dimensional data by a more direct implementation of backpropagation.

1.1 Notation: a probabilistic framing of jet physics
Monte Carlo event generators (e.g. simulators like PYTHIA, Herwig, and Sherpa) encode a physics model for the fragmentation and hadronization of quarks and gluons produced at colliders. In statistical and machine learning language, they are generative models for jets. Following the notation of Ref. [1, 2], we denote the parameters of the (Monte Carlo) simulation \( \theta \), the observable output of the simulator \( x \), and latent variables (aka Monte Carlo truth record or showering history) \( z \). The simulators typically evolve the latent state sequentially as a Markov process and model the physics of each splitting, clustering, etc. The detector simulation fits in this framing as well, but we do not discuss it explicitly in this short letter.

We find it elucidating to reframe the following concepts in jet physics in probabilistic terms:
- Joint likelihood for latent shower and observed constituents \( p(x, z | \theta) \)
- Marginal likelihood for observed constituents \( p(x | \theta) = \int dz \, p(x, z | \theta) \)
- Maximum likelihood showering history \( \hat{z} = \text{argmax}_z p(x, z | \theta) \)
- Maximum likelihood parameters for showering model \( \hat{\theta} = \text{argmax}_\theta p(x | \theta) = \text{argmax}_\theta \int dz \, p(x, z | \theta) \)
- Posterior distribution on showering histories \( p(z | x, \theta) \)

Most of these quantities are intractable to compute or inconvenient to access. For example, the joint likelihood \( p(x, z | \theta) \) is exactly what is coded in PYTHIA, Herwig, and Sherpa, but often in terms of accept-reject sampling and procedural code that does not explicitly expose the probabilities themselves. In addition, the joint likelihood \( p(x, z | \theta) \) is not immediately of interest to experimentalists since the (latent) showering history \( z \) is not observed. Quantities such as the marginal likelihood \( p(x | \theta) \) and the maximum likelihood parameter \( \hat{\theta} \) involve integration (sums) over all possible showering histories, which grows like \((2^N - 3)!!\) where \( N \) is the number of jet constituents (see Fig. 1). This super-exponential growth in the number of showering histories is at the heart of many computational bottlenecks in jet physics.

2 Bottlenecks and emerging techniques
Tuning the parameters of the shower model: Ideally, if we wanted to fit (tune) the parameters \( \theta \) of PYTHIA, Herwig, and Sherpa (and we had infinite computing power), then we would compute the maximum likelihood \( \hat{\theta} \). Since we do not, we resort to tools like Professor [3] which compare projections of complicated events to individual variables (marginal distributions), which is blind to various forms of mismodelling in the high-dimensional structure of the jets. The fact that tuning the generators is itself a bottleneck suppresses the motivation to add even more flexibility and parameters to the shower models, even if they might lead to more accurate description of the jets.

Event Generation for events with large jet multiplicity: Similar bottlenecks appear with the simulation of multijets events [4, 5] and shower deconstruction [6, 7, 8], where there is a need to consider
every possible clustering history at parton level. When implementing the CKKW-L matching algorithm [4, 5], parton final states need to be reweighted with the corresponding Sudakov form factors of each history, \( p(x, z|\theta) \). The standard algorithm typically becomes infeasible for parton level configurations that exceed the complexity of \( W/Z + 6 \) jet final state [9] due to the super-exponential growth in the number of clustering histories.

Simulating jet backgrounds in signal-rich regions of phase space: Simulating sufficient numbers of multijet background events is a computational challenge due to the enormous rate of multijet events and their steeply falling spectra. The experiments have traditionally sliced the phase space into exclusive regions (e.g., based on the \( p_T \) of the leading jet at parton level). This is an effective strategy for populating the tails of that distribution, but it is not effective for populating the tails of complicated phase space regions (e.g., events that satisfy the cut on a boosted top-tagger). If we denote passing the cut with the indicator function \( 1(x) \), then we are interested in efficiently sampling \( z \sim p(z|1(x), \theta) \).

2.1 Emerging computational techniques

Likelihood-free inference: The first emerging technique in this direction is likelihood-free inference or simulation-based inference [1, 10, 11]. Recent progress in this direction includes likelihood-free inference methods [1, 2, 10, 11]. These methods approximate the intractable \( p(x|\theta) \) using machine learning and bypass an explicit marginalization over the latent state \( z \). The techniques can exploit the joint likelihood \( p(x, z|\theta) \) if it is available. An implementation of these techniques for events simulated with Pythia was introduced in [12].

Hierarchical Cluster Trellis: In [13], we introduced a novel data structure, called hierarchical cluster trellis, that can be used to efficiently represent the distribution over trees. The trellis can be used to compute the marginal likelihood \( p(x|\theta) \) or the exact maximum likelihood showering history \( \hat{z} \) in time and memory proportional to the significantly smaller \( 2^N \). In particular, we showed that the trellis allows us to perform these operations for larger values of \( N \) where the naive iteration over the \( (2N-3)!! \) trees is impractical. The maximum likelihood shower history \( \hat{z} \) provides a principled alternative to the generalized \( k_t \) algorithms, which are based on a greedy sequential clustering algorithm.

Thus far the implementation is based on binary trees, \( 1 \to 2 \) splittings; however, it is possible to extend the cluster trellis to consider \( 2 \to 3 \) splittings required in the CKKW-L algorithm.

As a result, to aid in machine learning (ML) research for jet physics, a python package for a toy generative model of a parton shower, called Ginkgo, was introduced in [14]. This model is as simple and easy to describe as possible but at the same time captures essential ingredients of parton shower generators in full physics simulations (see [15] for more details). Though this is a toy model, it ensures 4-momenta conservation as well as analytic control of the probability distribution of a clustering history.

Probabilistic Programming: The Monte Carlo simulators implicitly describe the complicated distribution \( p(x, z|\theta) \) and implement sampling through random number generators. Probabilistic programming extends this functionality with the ability to condition values of some of the random variables \( x \) or \( z \) [16], and it achieves this by hijacking the random number generators. This controlling inference algorithm uses those hooks to bias the simulator towards the desired output (e.g., importance sampling [17]) or through Monte Carlo sampling. In particular, it provides the ability to sample \( z \sim p(z|x, \theta) \) and was applied to the Sherpa event generator in Refs. [18, 19]. This technique can also be used to efficiently sample the tails of backgrounds in signal-rich regions of phase space \( z \sim p(z|1(x), \theta) \).

3 Conclusion

These techniques have the potential to remove current bottlenecks associated to jets at the LHC, which may influence our thinking about event generation on HPCs, the need for fast simulation (e.g., with deep learning), and the boundary between traditional simulators like Pythia and data-driven, neural generative models like Junipr [20]. We have been studying these approaches with a simplified shower algorithm Ginkgo that provides a tractable joint likelihood, automatic differentiation, gold mining, and probabilistic programming capabilities [14]. We intend to continue prototyping these and other computational techniques with Ginkgo and Junipr and prepare a whitepaper with our findings.
Figure 1: Left: Number of clustering histories vs number of leaves (jet constituents). Right: representation of the 15 possible clustering histories given four jet constituents.
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